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Introduction

A We are living in an era of big multimedia data:

I socialmedia users are posting I@illion videos on Twitter every day;
I video will account for 80% of all the world's internet traffic by 2019.

A Videos are becoming a valuable source for acquiring
Information and knowledge.



Introduction

80% personal photos or videos do not have textual metadata
[Jiang e t al. 2017]
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How to acquire information or knowledge in video ul

If there is no way to find it?




Introduction

A A fundamental research question:
how to satisfy the information need about thedeo
contentat a very large scale?

A Two types of queries for video search: semantic query and
hybrid query.



Semantic Query:

Information need:
Find videos about birthday party.

Semantic Query 1) Semantic concept

Multimodal (acoustic and visual)

visual
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2) ASR
(Automatic Speech Recognitior

3) OCR
(Optical Character Recognition)

text-to-video search



Hybrid Query:

Hybrid Query

semantic query
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provided by users ﬁ :

video

— example




Evaluation Benchmarks

A Problem: detect videos without metadata
A Initiated by a National Institute of Standards and Technology
(NIST) task Multimedia Event Detection (MED) in 2012 (commc

evaluation benchmark).
I Supported by ear multimillion IARPA project .
I 20+ participants across the worig challenging problem.
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