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Introduction 

ÅWe are living in an era of big multimedia data: 
ïsocial media users are posting 12 million videos on Twitter every day; 

ïvideo will account for 80% of all the world's internet traffic by 2019. 

 

ÅVideos are becoming a valuable source for acquiring 
information and knowledge.  
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Introduction 
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80%  personal photos or videos do not have textual metadata 
[Jiang e t al. 2017] 



Introduction 

ÅWe are living in an era of big multimedia data: 
ïsocial media users are posting 12 million videos on Twitter every day; 

ïvideo will account for 80% of all the world's internet traffic by 2019. 

 

ÅVideos are becoming a valuable source for acquiring 
information and knowledge.  

 

ÅExisting large-scale methods are still mainly based on 
text-to-text matching (user text query to video 
metadata), which may fail in many scenarios. 
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How to acquire information or knowledge in video  
if there is no way to find it? 



Introduction 

ÅA fundamental research question:  
how to satisfy the information need about the video 
content at a very large scale? 

 

ÅTwo types of queries for video search: semantic query and 
hybrid query. 
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Semantic Query:  

Multimodal 
1) Semantic concept  
   (acoustic and visual) 

3) OCR  
(Optical Character Recognition) 

2) ASR  
(Automatic Speech Recognition) 

text-to-video search 

Information need: 
Find videos about birthday party. 

8 



Hybrid Query: 

semantic query 

video examples 
provided by users 
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Evaluation Benchmarks 
ÅProblem: detect videos without metadata 

Å Initiated by a National Institute of Standards and Technology 
(NIST) task Multimedia Event Detection (MED) in 2012 (common 
evaluation benchmark).  
ïSupported by 5-year multi-million IARPA project . 

ï20+ participants across the world Ą challenging problem. 
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Let the above videos represent the upper-bound of  
 the current largest dataset for this problem (200K videos) 

From large-scale to web-scale 
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