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Spatial Bag-of-Words

• The Spatial Bag-of-Words (BoW) model has proven one of 
the most broadly used models in image and video retrieval.

• It divides an image/video into one or more smaller tiles.

• The image represented by the concatenated BoW 
histograms from all the tiles.



Spatial Pyramid Matching (SPM)

• Spatial Pyramid Matching is a robust extension to 
spatial BoW Model.

• Combine a set of predefined partitions (1x1, 2x2, 4x4, 
etc.)

• But, are predefined representations in SPM sufficient 
for multimedia retrieval?
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IBM’s Talk @ TRECVID 12

http://www-nlpir.nist.gov/projects/tvpubs/tv12.slides/tv12.ibm.sin.slides.pdf

Semantic Indexing



SRI Sarnoff’s Talk @TRECVID 12

http://www-nlpir.nist.gov/projects/tvpubs/tv12.slides/tv12.aurora.med.slides.pdf

Multimedia Event Detection



CMU’s Talk @ TRECVID 11
Surveillance Event Detection

http://www-nlpir.nist.gov/projects/tvpubs/tv11.slides/tv11.cmu.sed.slides.pdf



Motivation

• Spatial Representation is fundamental to multimedia 
retrieval. 

– Semantic objects/concepts indexing.

– Multimedia event retrieval.

– Surveillance event detection, etc.

• Different spatial representations can affects results 
considerably.



Semi-Manual Approach

• A straightforward way to find optimal 
representations [1,2]:

– Manually design representation candidates.

– Verify the candidates by running the classifier.

• Cons: 

– Require manual effort .

– Computationally infeasible to verify all the candidates. 

[1] W. Tong, Y. Yang, L. Jiang, S. I. Yu, Z. Lan, Z. Ma, W. Sze, E. Younessian, and A. G. Hauptmann. E-LAMP: integration 
of innovative ideas for multimedia event detection. Machine Vision and Applications, pages 1–11, 2013.
[2] V. Viitaniemi and J. Laaksonen. Spatial extensions to bag of visual words. In ACM CIVR, 2009.



Motivation

• Manually designing representations is never an easy thing.

• Our goal:

– Automatically learn salient spatial representations from 
data.

– Efficient enough to run on large-scale data.
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Comparison with Related Work

Existing studies learn the 
representations with the 
classifiers [3,4,5] . 

•Reasonable Improvements.
•Time consuming. 
•Low cost-effective. 
•2,000 core hours for 2% MAP 
(worth doing?)

[3] J. Feng, B. Ni, Q. Tian, and S. Yan. Geometric lp-norm feature
pooling for image classification. In CVPR, 2011.
[4] Y. Jia, C. Huang, and T. Darrell. Beyond spatial pyramids: Receptive 
field learning for pooled image features. In CVPR, 2012.
[5] G. Sharma and F. Jurie. Learning discriminative spatial
representation for image classification. In BMVC, 2011.



Comparison with Related Work

Existing studies learn the 
representations with the 
classifiers [3,4,5] . 

JS(Jensen-Shannon)- Tiling directly 
captures representations at lower 
BoW level, independent of the 
classifier. 

•Reasonable Improvements.
•Time consuming. 
•Low cost-effective.
• 2,000 core hours for 2% MAP 
(worth doing?)

•Decent improvements.
•Orders of magnitude faster.
•High cost-effective.

BoW Distribution



Comparison with Related Work

Existing Work learn the 
representations with the 
classifiers [3,4,5] . 

JS Tiling directly captures them at 
lower BoW level, independent of the 
classifier. 

•Embedded method in 
feature selection.

•Filter method in feature 
selection.
•Efficiency.
•Generalizability.

BoW Distribution



Proposed Approach

• JS(Jensen-Shannon)-Tiling offers a solution because it is:

– Learn salient representations automatically from data.

– Applicably to large-scale datsets.

• It is an important component in CMU Teams' final 
submission in TRECVID 2012 Multimedia Event 
Detection[1].
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Problem Formulation

• A mask is a predefined partition.

• More representations can be derived by combining the 
tiles in the mask.

• Each representation is called a tiling.
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Problem Formulation

• Problem: Find optimal tilings for a given mask.

• Proposed approach:

– Systematically generate all possible tilings from the given 
mask.

– Efficiently evaluate each tiling without running classifiers.
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identical to the connected 
components in the graph.



Tiling Generation
NP-hard problem. But given reasonable masks, it is solvable.

Algorithm (Loop until termination):
1) Generate a set partition candidate;

2) Test whether this candidate obeys the adjacency constraint;

• Visual adjacency constraint significantly reduces the 
number of candidates. 
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Problem Formulation

• Problem: Find optimal tilings for a given mask.

• Proposed approach:

– Systematically generate all possible tilings from the given 
mask.
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Tiling Evaluation

• Intuitively an optimal tiling would separate the positive and 
negative samples with the maximum distance.

• The distance is evaluated w.r.t Kullback-Leibler (KL) divergence.

• Symmetric  version called Jensen-Shannon (JS) divergence.

average word distributions of 
positive and negative samples 
generated by the tiling.

is the tiling to evaluate.



Tiling Evaluation

• Consistent with the distribution separability principle in [6].

• We prove that the negative JS divergence is approximately 
an upper bound of the training error of a weighted K-
Nearest Neighbor classifier K = N.

• Justify why the computationally inexpensive divergence can 
be a proxy to the computationally expensive classifier.

[6]Y. Boureau, J. Ponce, and Y. LeCun. A theoretical analysis of
feature pooling in visual recognition. In ICML, 2010.
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Comparison with state-of-the-art

• Consistently outperforms the SPM across datasets on 
scene/object recognition and event detection.

• Comparable or even better results with existing methods.



Reasons for the Improvement
• 1) Capture more salient spatial representations than SPM.

The results are on 15 scene category dataset.

Proposed MethodPredefined tilings in 
SPM



Reasons for the Improvement
• 1) Capture more salient spatial representations than SPM.

• 2) Substantially augment the choices of representations.

The results are on 15 scene category dataset.



Learned Tiling on SED dataset

•Heat maps are plotted based on manual annotations.
•Tilings are learned without using annotations.
•Learned tilings are more sensible than predefined tilings.



Runtime Comparison

• Compare the runtime with tiling selection by running 
classifiers.

• Search a space of 1,434 tilings.

• A single core Intel Core i7 CPU@2.8GHz with 4G memory.

• Orders of magnitude faster than running classifiers.

• Substantiate the theoretical complexity analysis.
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Summary

• A few messages to take away from this talk:

– JS Tiling provides a efficient solution to 
automatically learn salient BoW representations 
for large-scale datasets.

– JS Tiling consistently outperforms the spatial 
pyramid matching across datasets. Comparable or 
even better performance with existing methods.

• J



Beyond BoW representation

• Tokyo TechCanon’s Talk @TRECVID 2012

• AXES’s Talk @TRECVID 2013

http://www-nlpir.nist.gov/projects/tvpubs/tv13.slides/axes.tv13.med.slides.pdf

http://www-nlpir.nist.gov/projects/tvpubs/tv12.slides/tv12.tokyotechcanon.med.slides.pdf



Beyond spatial representation

• Temporal tiling

– Determine optimal sliding window sizes.



Aspects to be Improved

• The tilings learned from different masks are not directly 
comparable.  A practical trick:
– Start with a number of masks.
– Use JS-Tiling to find a couple of salient tilings from the huge 

search space. 
– Run classifiers on these tilings on the validation dataset, and 

fuse promising ones to obtain better performance.

• Sampling bias for small tiles (overestimate the distance).
– Equal tiling can avoid this bias.
– Study the smoothing function.
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